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Abstract

Objective: To construct a prediction model for fatty liver disease (FLD) among elderly residents in community using 
machine learning (ML) algorithms and evaluate its effectiveness. Methods: The physical examination data of 4989 
elderly people (aged over 60 years) in a street of Shanghai from 2019 to 2023 were collected. The subjects were 
divided into a training set and a testing set in a 7:3 ratio. Using feature selection and importance sorting meth-
ods, eight indicators were selected, including high-density lipoprotein cholesterol, body mass index, uric acid, tri-
glycerides, albumin, red blood cell, white blood cell, and alanine aminotransferase. Six ML models, including Cate-
gorical Features Gradient Boosting, eXtreme Gradient Boosting, Light Gradient Boosting Machine, Random Forest, 
Decision Tree, and Logistic Regression, were constricted, and their predictive performances were compared via 
accuracy, precision, recall, F1 score, and Area Under Receiver Operating Characteristic Curve. Results: Among the 
six ML models, the Categorical Features Gradient Boosting model demonstrated the highest prediction accuracy 
of 0.74 for FLD in elderly community population, along with a precision of 0.70, a recall of 0.73, a F1 score of 0.71, 
and an area under the curve of 0.74. Conclusions: In the context of rapid development of artificial intelligence, a 
community-based elderly FLD prediction model constructed using ML algorithms aid family general practitioners 
in the early diagnosis, early treatment, and health management of local FLD patients.
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Highlights
● This study collected three years of physical examination data from older adults in the Tangqiao community of

Shanghai, which is more regionally representative.
● The most suitable model for this study was selected from six machine learning models to construct a fatty liver

risk prediction model for the elderly.
● This study combines six feature selection algorithms with varying performance to screen the features most rele

vant to fatty liver.
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Introduction

Fatty Liver Disease (FLD) is a globally prevalent 
disease. With changes in lifestyle and popula-
tion demographics, as well as factors such as 
obesity and excessive alcohol consumption, 
FLD has become the leading chronic liver dis-
ease in China, and its prevalence is on the rise, 
posing a significant threat to people’s health, 
particularly that of the elderly [1]. FLD can be 
diagnosed through liver biopsy or imaging tech-
niques. Liver biopsy is the gold standard for di-
agnosing steatosis but associated with invasive-
ness and bleeding risk [2]. Meanwhile, imaging 
methods such as computed tomography and 
magnetic resonance imaging are time-consum-
ing and expensive and are not always available 
in remote areas. Early diagnosis of FLD based 
on risk factors helps clinicians identify adverse 
events related to FLD and take more lifestyle in-
tervention measures for its prevention [3]. Ma-
chine learning (ML) is a promising technique for 
medical data analysis and disease prediction, 
making significant contributions to the field of 
healthcare. For instance, Jiang et al. used ML 
to comprehensively describe the overall decline 
in intrinsic capabilities among elderly people in 
communities [4]; Islam et al. developed an effi-
cient, interpretable ML framework for predicting 
the risk of hypertension in Ethiopian patients 
[5]; Abnoosian et al. developed a novel ML 
framework to enhance the performance of di-
abetes prediction models and address various 
challenges [6]. It is evident that ML is playing 
an increasingly important role in various fields, 
particularly in healthcare. By analyzing big data, 
building models, and making automated deci-
sions, ML offers more efficient and accurate 
solutions for the healthcare industry. This study 
aims to propose a ML model to predict FLD, 
helping doctors to preliminarily screen high-
risk populations and make early predictions for 
FLD.

Materials and methods

Data preparation

The overall workflow of this study is shown in 
Figure 1. The dataset used was provided by a 
community health service center on a street 
in Shanghai, containing health examination 
data for the elderly over three years (2019, 
2022, 2023), with a total of 4,989 entries. All 
individuals were aged 60 and above, and the 
data was anonymized. The dataset includes 24 
variables such as gender, blood biochemical 
indicators, and age, with the distribution of 
23 continuous variables shown in Figure 2. To 
preserve the authenticity of the data, 1,144 en-

tries with missing values were removed. In this 
study, FLD diagnosis was based on ultrasound 
results. Ultimately, out of the 3,845 partici-
pants in the study, 2,074 were potentially diag-
nosed with FLD through ultrasound.

Statistical analysis

Data analysis was conducted using Python 
3.11.4 software. The continuous variables were 
expressed as mean ± SD, and the comparison 
between the FLD group and non-FLD group 
was conducted using an independent sample 
t-test. A p-value less than 0.05 were considered
statistically significant.

Data processing

In ML, most algorithms, such as Logistic re-
gression (LR), Support Vector Machines, and 
K-nearest neighbors, can only process numeri-
cal data and are unable to handle text. In such
cases, to make data compatible with algorithms
and libraries, encoding is performed, which
involves converting textual data into numerical
data.

In this study, the dataset consisted of 25 col-
umns, with data types including only numer-
ical and categorical variables. For numerical 
variables, since the collected data came with 
units, these units were removed, and the data 
type was converted to float. For categorical vari-
ables, one hot encoding was used for gender, 
transforming the feature into dummy variables, 
with “female” marked as 1 and “male” marked 
as 0; for ultrasound results, label encoding 
was used, with “fatty liver” marked as 1 and 
“non-fatty liver” marked as 0.

Feature selection

The dataset included 24 clinical features: age, 
sex, body mass index (BMI), white blood cell 
(WBC), red blood cell (RBC), hemoglobin (Hb), 
serum creatinine (SCR), mean corpuscular vol-
ume (MCV), platelets (PLT), triglycerides (TG), 
mean corpuscular hemoglobin concentration 
(MCHC), direct bilirubin (DBIL), aspartate ami-
notransferase (AST), alanine aminotransferase 
(ALT), AST/ALT, albumin-globulin ratio (A/G), 
total cholesterol (TC), uric acid (UA), low-densi-
ty lipoprotein cholesterol (LDL-C), high-density 
lipoprotein cholesterol (HDL-C), albumin (ALB), 
globulin (GLB), total protein (TP), and total bili-
rubin (TBIL). Feature selection aims to remove 
irrelevant or redundant features while retaining 
other original features to obtain a subset that 
better describes the given problem with min-
imal performance loss. This study employed 
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Figure 1. Workflow of the ML-based FLD prediction method proposed in this study. ML, machine learning; FLD, 
fatty liver disease. 

Figure 2. Distribution graphs of various continuous variables. BMI, body mass index; WBC, white blood cell; 
RBC, red blood cell; Hb, hemoglobin; SCR, serum creatinine; MCV, mean corpuscular volume; PLT, platelets; TG, 
triglycerides; MCHC, mean corpuscular hemoglobin concentration; DBIL, direct bilirubin; AST, aspartate amino-
transferase; ALT, alanine aminotransferase; A/G, albumin-globulin ratio; TC, total cholesterol; UA, uric acid; LDL-C, 
low-density lipoprotein cholesterol; HDL-C, high-density lipoprotein cholesterol; ALB, albumin; GLB, globulins; TP, 
total protein; TBIL, total bilirubin.
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six typical feature selection methods: Variance 
Threshold, Correlation Coefficient, Chi-square 
test, Mutual Information, Tree-based Feature 
Selection, and Recursive Feature Elimination.

Variance Threshold selects features based on 
their variance, by default removing all zero-vari-
ance features. The Correlation Coefficient 
method (Pearson correlation coefficient) calcu-
lates the correlation coefficient between fea-
tures and the target variable, selecting features 
with a significant correlation with the target. 
The Chi-Square test evaluates the correlation 
between features and the target variable based 
on the chi-square statistic, which can reduce di-
mensionality and improve model performance. 
Mutual Information selects features with high 
mutual information, suitable for both continu-
ous and discrete variables. Tree-based Feature 
Selection considers interactions among fea-
tures and can handle nonlinear features and 
high-dimensional data, appropriate for datasets 
with complex relationships among features. 
Recursive Feature Elimination progressively re-
moves features based on model coefficients or 
feature importance, selecting the most signifi-
cant features. After comparing six feature sub-
sets, this study chose the eight most commonly 
used features in clinical practice to construct 
the prediction model.

Model construction and validation

All processing steps were performed in Python 
3.11.4. After feature selection, data normaliza-
tion was conducted using the StandardScaler 
from the sklearn.preprocessing module. The 
selected 8 features were used as independent 
variables, with the FLD label column as the de-
pendent variable y. The dataset was split into 
training and testing sets in a 7:3 ratio using 
train test split, followed by the construction of 
ML models. This study primarily built six widely 
used ML models and optimized their perfor-
mance. For the Categorical Features Gradient 
Boosting (CatBoost), eXtreme Gradient Boost-
ing (XGBoost), and Light Gradient Boosting Ma-
chine (LightGBM) models, the study employed 
RandomizedSearchCV for random search, 
which selects a subset of parameter combina-
tions from a preset parameter space and a pre-
set number of trials for training and validation 
[7-9]. This method returns the best-performing 
parameter combination from the trials, signifi-
cantly reducing search time and computational 
resources [10].

For the Decision Tree (DT), Random Forest (RF), 
and LR models, the study used GridSearchCV 
for parameter tuning. GridSearchCV is a hyper-

parameter optimization tool that automatically 
adjusts parameters of ML models. It performs 
grid search by accepting a dictionary of all 
possible parameter combinations passed to 
the ‘param_grid’ parameter. It also requires an 
integer to be passed to the ‘cv’ parameter, indi-
cating the number of cross-validation iterations 
[11].

Performance metrics

The performance of the six ML models used 
was evaluated using five widely used metrics: 
accuracy, precision, recall, F1-score, and the 
area under the curve (AUC). True Positive (TP) 
indicates that the patient has FLD and the algo-
rithm correctly predicts it as FLD. True Negative 
(TN) indicates that the patient does not have 
FLD and the algorithm correctly predicts it as 
non-FLD. False Negative (FN) indicates that the 
patient has FLD, but the algorithm predicts it as 
non-FLD, mistakenly predicting an actual pos-
itive as negative. False Positive (FP) indicates 
that the patient does not have FLD, but the 
algorithm predicts it as FLD, mistakenly predict-
ing an actual negative as positive.

Accuracy: The proportion of correctly predicted 
samples out of the total number of samples.

Accuracy =(TP+TN)/(TP+FP+TN+FN)*100% (1)

Precision: The proportion of true positive sam-
ples among all samples predicted as positive 
(TP and FP), reflecting the model’s ability to 
identify positive samples.

Precision =TP/(TP+FP)*100% (2)

Recall: The proportion of true positive samples 
among all actual positive samples (TP and FN), 
reflecting the model’s ability to detect positive 
samples.

Recall =TP/(TP+FN)*100% (3)

F1-score: The harmonic mean of precision and 
recall.

F1-score =2TP/(2TP+FP+FN)*100% (4)

Receiver Operating Characteristic Curve (ROC): 
the area under the ROC is an important metric 
for assessing model performance. The ROC 
curve plots the True Positive Rate on the y-ax-
is and the False Positive Rate on the x-axis, 
showing the model’s performance at different 
thresholds. The AUC is obtained by calculating 
the area enclosed by the ROC curve, the x-axis, 
and the False Positive Rate =1. The closer the 
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Table 1. Feature selection outcomes of six feature selection methods

Variance 
threshold

Correlation 
coefficient Chi-square test Mutual infor-

mation
Tree-based feature 

selection
Recursive feature 

elimination

Age √ √ √ √

Sex √ √

BMI √ √ √ √ √ √

WBC √ √ √ √ √ √

RBC √ √ √ √ √ √

Hb √ √ √ √ √

SCR √ √ √ √

MCV √ √ √

PLT √ √ √ √ √

TG √ √ √ √ √ √

MCHC √ √ √

DBIL √

AST/ALT √ √ √ √ √

AST √ √ √ √

ALT √ √ √ √ √ √

A/G

TC √

UA √ √ √ √ √ √

LDL-C √ √

HDL-C √ √ √ √ √ √

ALB √ √ √ √ √ √

GLB √ √ √

TP √ √ √ √

TBIL √ √ √ √

Note: BMI, body mass index; WBC, white blood cell; RBC, red blood cell; Hb, hemoglobin; SCR, serum creati-
nine; MCV, mean corpuscular volume; PLT, platelets; TG, triglycerides; MCHC, mean corpuscular hemoglobin 
concentration; DBIL, direct bilirubin; AST, aspartate aminotransferase; ALT, alanine aminotransferase; A/G, albu-
min-globulin ratio; TC, total cholesterol; UA, uric acid; LDL-C, low-density lipoprotein cholesterol; HDL-C, high-den-
sity lipoprotein cholesterol; ALB, albumin; GLB, globulins; TP, total protein; TBIL, total bilirubin.

Table 2. Evaluation metrics for six models

ML model Accuracy Precision Recall F1-score AUC

RF 0.73 0.68 0.73 0.70 0.73

DT 0.70 0.68 0.60 0.64 0.69

LR 0.74 0.70 0.71 0.70 0.73

CatBoost 0.74 0.70 0.73 0.71 0.74

XGBoost 0.73 0.67 0.72 0.70 0.72

LightGBM 0.73 0.68 0.74 0.71 0.73

Note: ML, machine learning; AUC, area under the curve; RF, random forest; DT, decision tree; LR, logistic regres-
sion; CatBoost, categorical features gradient boosting; XGBoost, extreme gradient boosting; LightGBM, light gra-
dient boosting machine.
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AUC is to 1, the better the model’s classification 
performance.

Results

Selected features

Table 1 contains six types of feature selection 
algorithms, each with its unique selection 
mechanism and evaluation criteria. It details 
the specific circumstances under which these 
feature selection algorithms were used to select 
features. Ultimately, these selected features 
were used to construct an FLD risk assessment 
model, ensuring that the model could perform 
accurate risk assessments based on the most 
relevant and predictive features.

By taking the intersection of the six feature 
selection methods, the eight most meaningful 
features were identified: HDL-C, BMI, UA, TG, 
ALB, RBC, WBC, and ALT. Their importance was 
ranked (Figure 3), which illustrates the contri-
bution of each data feature.

Shapley additive explanations (SHAP) is a Py-
thon package developed to explain the output 
of any ML model. All features are considered 
‘contributors’ [12]. The ‘summary plot’ visual-
izes the SHAP values for each feature of each 
sample, providing an intuitive understanding of 
the overall pattern and helping to identify po-
tential prediction outliers. Each row represents 
a feature, with the x-axis showing the SHAP 
values. Each point represents a sample, where 
the color indicates the feature value (red for 
high, blue for low), and purple near the mean. 
The wider the color area, the greater the impact 
of the feature. As shown in Figure 4, higher BMI 
values increased the predicted risk for FLD, 
whereas higher HDL-C values decreased the 
predicted risk for FLD.

Results of performance metrics across differ-
ent models

Table 2 shows the performance scores for five 
metrics across six ML models. LR and CatBoost 
were comparable in terms of accuracy and 
precision, but CatBoost performed better in the 
remaining three metrics. Overall, the CatBoost 
model demonstrated the best performance.

The ROC curves for the six models are shown 
in Figure 5. CatBoost exhibited the highest AUC 
value at 0.816, followed closely by LightGBM 
at 0.815. XGBoost and LR were comparable, 
both with an AUC of 0.811, while RF and DT 
performed less favorably compared to the other 
models.

Discussion

Figure 3. Feature importance ranking based on 
RF. RF, Random Forest; BMI, body mass index; TG, 
triglycerides; HDL-C, high-density lipoprotein choles-
terol; ALT, alanine aminotransferase; UA, uric acid; 
WBC, white blood cell; ALB, albumin; RBC, red blood 
cell.

Figure 4. SHAP summary plot. SHAP, shapley ad-
ditive explanations; BMI, body mass index; TG, 
triglycerides; HDL-C, high-density lipoprotein choles-
terol; ALT, alanine aminotransferase; UA, uric acid; 
WBC, white blood cell; ALB, albumin; RBC, red blood 
cell.

Figure 5. ROC curves of six models. ROC, receiver 
operating characteristic; RF, random forest; LR, 
logistic regression; DT, decision tree; CatBoost, cate-
gorical features gradient boosting; XGBoost, extreme 
gradient boosting; LightGBM, light gradient boosting 
machine.cell.
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The rising incidence of FLD, a prevalent liver 
disease, has attracted widespread attention 
from the medical community and society [13, 
14]. Early identification and prediction of fat-
ty liver risk is crucial for developing effective 
prevention and treatment strategies. In recent 
years, with the rapid development of big data 
and ML technologies, health risk assessment 
using these advanced technologies has be-
come a new trend in research [15, 16]. In par-
ticular, by mining and analysing key indicators 
in physical examination data, it can provide a 
scientific basis for the prediction of fatty liver.

Focusing on the old three-year physical exam-
ination data in Tangqiao community, this study 
aims to predict the risk of fatty liver through ML 
algorithms, especially CatBoost model.

This study identified eight features through six 
feature selection methods: BMI, HDL-C, UA, TG, 
ALB, RBC, WBC, and ALT. Previous studies have 
highlighted various clinical features associated 
with FLD. For instance, age, BMI, waist circum-
ference, ALT, fasting glucose, UA, and PLT have 
been reported as related to FLD [17]. Weng 
et al. developed an ML model to screen for 
high-risk populations of FLD, identifying some 
meaningful clinical features: BMI, ALB, ALT, GB, 
HDL-C, LDL-C, and TG [18]. Chen et al. used a 
large dataset and the XGBoost model to investi-
gate the best overall predictive ability for FLD in 
the diagnosed population, additionally identify-
ing features such as BMI, waist circumference, 
TG, serum γ-glutamyl transferase, glucose, age, 
creatinine, gender, and LDL-C as the significant 
factors [19]. Pei et al. conducted feature impor-
tance analysis based on the ranking of each 
variable, determining that serum UA, BMI, and 
TC are the three most likely factors, followed 
by HDL-C and Hb [20]. Su et al. chose waist 
circumference, BMI, blood pressure, WBC, Hb, 
PLT, glucose, serum biochemical parameters, 
and lipids [3]. Guarneros et al., by applying ML 
techniques, identified the main risk factors for 
FLD in four clinical datasets of liver disease 
patients: ALT, alkaline phosphatase, AST, al-
pha-fetoprotein, and γ-glutamyl transferase 
[21]. Hence, the features selected in this study 
hold significant relevance in clinical research 
on FLD.

CatBoost is a gradient boosting DT-based ML 
algorithm designed to enhance model perfor-
mance through ensemble learning and feature 
handling [22]. Known for its robustness and 
generalization capabilities, the CatBoost model 
can automatically adjust learning rates and 
iteration numbers during training to prevent 
overfitting. Additionally, CatBoost incorporates 

randomization strategies to enhance model di-
versity, thereby improving generalization perfor-
mance. This study concludes that the CatBoost 
model has the best overall predictive ability in 
the preliminary screening of FLD populations.

In the early detection of FLD, the CatBoost al-
gorithm can be used to construct a predictive 
model to identify potential FLD cases. Through 
training on a large FLD dataset, the CatBoost 
model learns to predict the presence of FLD 
in new samples with high accuracy and sensi-
tivity, effectively detecting early stages of the 
disease. The algorithm and model obtained in 
this study offer technical tools for community 
health management, particularly benefiting 
residents who may not routinely undergo aux-
iliary examinations such as ultrasound but 
receive blood tests during clinical visits. The 
community health service center can leverage 
this algorithm and model to intelligently assess 
the health of these residents, offering early 
warnings, predictions, and health recommen-
dations for FLD. This supports early diagnosis 
and treatment by prompting at-risk residents to 
seek further evaluation and appropriate care.

To improve the model developed in this study, 
future research should collect more detailed 
information about patients and further refine 
the survey factors when conducting statistical 
analysis of the examined population. Parame-
ters such as waist circumference and γ-glutamyl 
transferase can also be considered as features 
to further enhance such ML models by provid-
ing more information about the likelihood of 
disease occurrence and the degree of steatosis 
and fibrosis.

This study also has certain limitations. First, 
the patient grouping was based on abdominal 
ultrasound diagnostic results, which have a 
lower level of evidence compared to liver bi-
opsy and MRI. This may affect the accuracy of 
the predictions. Second, the data came from 
only one street community, and a multicenter 
dataset and external validation could provide 
better and more reliable performance. Addi-
tionally, this study did not include some clinical 
parameters, such as waist circumference and 
γ-glutamyl transferase, which have been proven 
to be related to FLD. Finally, the dataset lacked 
patients’ clinical information. The presence of 
diseases such as diabetes, hepatitis B, hepati-
tis C, and the medications used may affect the 
predictions of the ML model.

Conclusion

In this study, eight features closely related to 
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fatty liver risk were successfully screened by 
CatBoost algorithm and six feature selection 
methods. These features are not only widely 
recognised in clinical studies, but their validity 
in fatty liver prediction is further demonstrated 
by the validation of this study. Therefore, this 
study is innovative and practical in the field of 
fatty liver risk prediction, and provides a scien-
tific basis for the prevention and intervention 
of fatty liver through the combined use of ad-
vanced ML algorithms and abundant clinical 
data.
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